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          Abstract— Smart Reply Prediction using LSTM model is used to predict responses to the queries. This model generates semanti-

cally diverse suggestions that can be used as a complete text response.Stanford Question and Answer Dataset(SQuAD) from Kaggle, 

Question and Answer Datasets related to Music,Groceries and Video games from Github were considered here.Questions and their 

respective replies were the only selected columns from the dataset.Bidirectional Long Short-Term Memory model and Natural lan-

guage processing steps were used here. Predicting correct answers to a question is estimated to be 60% using Micro F1-score. 

Since, this  process  is  automated, it  not  only  saves  user’s money for hiring a personal assistant but also saves a lot of time  and  

turns out to be very performance efficient and productive. 

 

Index Terms— F1-score, Bidirectional  Long Short-Term Memory, Natural Language Processing , Batch Normalization. 

——————————      —————————— 

1 INTRODUCTION                                                                     

UESTION answering is an important NLP task.It is al-
ways exciting when one seeks someone or some enter-
prise out via email or text and they respond instantly in 

no time.In today’s society,especially as technology 
grows,people are looking for immediate response and satisfac-
tion.Users spend a lot of time in reading,replying and organiz-
ing their replies.With the rapid increase in question-answer 
overload in texts/emails,it has become increasingly challeng-
ing for users to process and respond to incoming messages.  

The need to query information content available in various 
formats including structured and unstructured data has be-
come increasingly important. Thus, Question Answering Sys-
tems (QAS) are essential to satisfy this need. A question an-
swering (QA) system is a system designed to answer ques-
tions posed in natural language. Some QA systems draw in-
formation from a source such as text or an image in order to 
answer a specific question. In an enterprise setting, they can be 
used for much more than chatbots and voice assistants. For 
example, smart algorithms can be trained to do the follow-
ing:Administration,Customer service and Marketing. Obtain-
ing possible replies to a specific query helps the user to re-
spond to a client in less time.  

 
2 RELATED WORKS 
Much work exists on natural language dialogues in public 
domains such as Twitter, but it has largely focused on social 
media tasks like predicting whether or not a response a made 
[1], predicting next word only[2], or curating threads[3]. Full 
response prediction was initially attempted in [4], which ap-
proached the problem from the perspective of machine trans-
lation: given a Twitter post, ”translate” it into a response using 
phrase-based statistical machine translation(SMT). The paper’s 
approach is similar,but rather than using SMT we use the neu-
ral network machine translation model proposed in [5], called 
“sequence-to-sequence learning”. 

Sequence-to sequence learning, which makes use of long 
short-term memory networks (LSTMs) [6] to predict sequences  
of text,was originally applied to Machine Translation but has 

since seen success in other domains such as image captioning 
[7] and speech recognition[8].Other recent works have also 
applied recurrent neural networks (RNNs) or LSTMs to full 
response prediction [9], [10], [11], [12].  In [9] the authors rely 
on having an SMT system to generate n-best lists, while [11] 
and [12], like this work,develop fully generative models.Our 
approach is most similar to the Neural Conversation Model 
[12], which uses sequence-to-sequence learning to model tech 
support chats and movie subtitles. 

A Question-Answer model can be pre-programmed with 
specific and detailed responses. It analyses and processes the 
content of each query and perform actions based on this in-
formation.Users can handle massive volumes of text/email at 
the speed of today’s market demands. They get timely and 
personalized responses that they expect.They can also focus 
on what matters most – user relationships. 

3 BIDIRECTIONAL LSTM 

3.1 Analysis of Datasets  

In this paper,Stanford Question and Answer Dataset(SQuAD) 
(.json from Kaggle),  Music Dataset (.csv from Github), Video 
games Dataset (.csv from Github),  Grocery Dataset (.csv from 
Github) and General Question Answer Dataset (.csv from 
Github) were loaded. 
      The following are the attributes in the datsets:  
1.Questions : These are the general queries asked by users. 
2.Answers : These are the replies generated to the specified 
questions.  
3.DifficultyfromQuestioner : This is the difficulty level of the 
questions. 
 4.DifficultyfromAnswerer : This is the difficulty level of the  
generated answers.  
5.ArticleTitle : This has the questions related to a specific title. 
6.ArticleFile : This is the specified path of the Question based 
on the ArticleTitle. 

Q 
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             Fig 1 General Question and Answer Dataset 

 

3.2  Data Preprocessing 

Only Question and Answer attributes are considered 
here.Remaining attributes are considered as noisy data. From 
the datasets,we consider the stopwords and decontract them. 
Beautiful Soup is a Python library for pulling data out of 
HTML and XML files. The length of questions and replies, 
number of unique replies in the dataset and number of times 
the reply occurs in the whole set are counted. Repeated replies 
are plotted as graphs using matplotlib. The symbols such as : 
[';', ':', '!', "*",'.',')','(','?'] are removed from questions. Stemming 
is the process of reducing inflected (or sometimes derived) 
words to their word stem, base or root form.It is applied on 
preprocessed questions. 
Data is preprocessed in the following manner:converting into 
lower case, removing all special characters(stop words), re-
moving data where answers are incorrect, trimming the data 
 
 
Remove the unnecessary attributes from the dataset and com-
bine all the datasets using pandas dataframes. After Data 
Cleaning, use this integrated dataset for next step.  
 
 
 
 

 
 
 
 
 
 
 
 
 
                    
 

 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

    
    Datasets 

   Handle Noisy Data 

Integrate 5 datasets and perform 
decontraction on stopwords in 
questions and replies 

Integrated da-
taset after data 
cleaning 
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                   Fig 2 Data Preprocessing Technique 

 

3.3  Long Short-Term Memory Algorithm  

      
An Long Short Term Memory(LSTM) has a similar control 
flow as a recurrent neural network. It processes data passing 
on information as it propagates forward.  
     A typical LSTM network is comprised of different memory 
blocks called cells. There are two states that are being trans-
ferred to the next cell; the cell state and the hidden state. The 
memory blocks are responsible for remembering things and 
manipulations to this memory is done through three major  
mechanisms, called gates.  

 
 
                   Fig 3  LSTM model (here activation function used 
is “relu”   instead of  “tanh”) 
 
There are three types of gates in LSTM.They are:  
 

a) Forget gate  
b) Input gate 
c) Output gate 

 
a) Forget gate : 
 
A forget gate is responsible for removing information from the 
cell state. The information that is no longer required for the 
LSTM to understand things or the information that is of less 
importance is removed via multiplication of a filter. 
 
b) Input gate : 
 
The input gate is responsible for the addition of information to 

the cell state. This addition of information is basically three-
step process as seen from the diagram above.  

 
1. Regulating what values need to be added to the cell state 

by involving a sigmoid function. This is basically very sim-
ilar to the forget gate and acts as a filter for all the infor-
mation from h_t-1 and x_t. 

 
2. Creating a vector containing all possible values that can be 

added (as perceived from h_t-1 and x_t) to the cell state. 
This is done using the relu function.  

 
3.  Multiplying the value of the regulatory filter (the sigmoid 

gate) to the created vector (the relu function) and then add-
ing this useful information to the cell state via addition op-
eration. 

 
c) Output gate : 
 
The job of selecting useful information from the current cell 
state and showing it out as an output is done via the output 
gate. The functioning of an output gate can again be broken 
down to three steps:  
 

1. Creating a vector after applying relu function to the 
cell state. 

 
2.  Making a filter using the values of h_t-1 and x_t, such 
         that it can regulate the values that need to be output 
         from the vector created above. This filter again 
         employs  a sigmoid function. 

 
 3.   Multiplying the value of this regulatory filter to the 

vector created in step 1, and sending it out as a output 
and also to the hidden state of the next cell. 

3.4 TRAINING THE MODEL  

 
3.4.1 Batch Normalization   
 
Batch normalization is a technique designed to automatically 
standardize the inputs to a layer in a deep learning neural 
network. The BatchNormalization layer is added to the model 
to standardize raw input variables or the outputs of a hidden 
layer.Once implemented, batch normalization has the effect of 
dramatically accelerating the training process of a neural net-
work, and in some cases improves the performance of the 
model via a modest regularization effect. 
      Keras provides support for batch normalization via the 
BatchNormalization layer.The layer will transform inputs so 
that they are standardized, meaning that they will have a 
mean of zero and a standard deviation of one.During training, 
the layer will keep track of statistics for each input variable 
and use them to standardize the data.  
 
3.4.2 Bidirectional LSTM 
 
Bidirectional LSTMs are an extension of traditional LSTMs 
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that can improve model performance on sequence classifica-
tion problems. In problems where all timesteps of the input 
sequence are available, Bidirectional LSTMs train two instead 
of one LSTMs on the input sequence. The first on the input 
sequence as-is and the second on a reversed copy of the input 
sequence. This can provide additional context to the network 
and result in faster and even fuller learning on the problem. 
       
Bidirectional LSTMs are supported in Keras via the Bidirec-
tional layer wrapper.This wrapper takes a recurrent layer (e.g. 
the first LSTM layer) as an argument.It also allows you to 
specify the merge mode, that is how the forward and back-
ward outputs should be combined before being passed on to 
the next layer. 

 
In building this model, the following are defined : question 
text,question_stopwords and question_containdays are 
 embedded using Embedding layer in Keras and batch nor-
malization is used to train these sentences faster. LSTM have 3 
layers operation inside it.  
 
Dense layer implements the operation: output = activa-
tion(dot(input, kernel) + bias) where activation is the element-
wise activation function passed as the activation argument, 
kernel is a weights matrix created by the layer, and bias is a 
bias vector created by the layer (only applicable if use_bias is 
True ).  
 
Flatten is used to flatten the input. For example, if flatten is 
applied to layer having input shape as (batch_size, 2,2), then 
the output shape of the layer will be (batch_size, 4). Flatten has 
one argument as follows keras.layers.Flatten(data_format = 
None) 
 
Activations can either be used through an Activation layer, or 
through the activation argument.  
 
The rectified linear activation function or ReLU for short is a 
piecewise linear function that will output the input directly if 
it is positive, otherwise, it will output zero.The range of this 
activation function is (0, inf), and it’s not differentiable at ze-
ro.Its gradient is always equal to 1, this way maximum 
amount of the error can be passed though the network during 
back-propagation.  

 
Softmax assigns decimal probabilities to each class in multi 
class problem. Softmax is implemented through a neural net-
work layer just before the output layer. The Softmax layer 
must have the same number of nodes as the output layer. 
 
     If Dense(activation=softmax) is used then it will internally 
create a dense layer first and apply softmax on top it.It then  
shows us the result directly and the exact outputs of the last 
layer cannot be retrieved , instead, probability of occurrence is 
 obtained.   
   
 
Categorical Cross-Entropy Loss is also called Softmax Loss. It 

is a Softmax activation plus a Cross-Entropy loss.It is used for  

for multi-class classification 
 
     Cross-entropy loss, or log loss, measures the performance 
of a classification model whose output is a probability value 
between 0 and 1. Cross-entropy loss increases as the predicted 
probability diverges from the actual label.  
 
 
                     Fig 4 Categorical Cross Entropy loss  
 
Adam is a replacement optimization algorithm for stochastic 
gradient descent for training deep learning models. Adam 
combines the best properties of the AdaGrad and RMSProp 
algorithms to provide an optimization algorithm that can 
handle sparse gradients on noisy problems.  

4 RESULTS 

 
4.1 Evaluation Criteria 

 
Data is divided into test data and train data. 
 
The trained data is oversampled on less repeated question, 
which will help in increasing the dataset and not let it biased 
towards more repeated answers.  
 
LSTM algorithm is applied on train data as well as test data. 
 
As the model is trained using 3 LSTM layers , the accuracy 
obtained is more than the model that is trained using 2 LSTM 
lyers. 
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The following graph obtained shows loss on training and test-
ing data. 

 
 
 
 
           
 
 
         
      Fig 5  Graph on Training and Testing data loss 
 
 
 

The loss on testing data is more because testing data is not 
oversampled like the training data. 
 

Accuracy : 

 
Accuracy is the fraction of prediction. Accuracy is a metric for 
the performance analysis of the any prediction model. We can 
calculate accuracy by dividing the number of correct predic-
tions with the total number of predictions .  It determines the 
number of correct predictions over the total number of predic-
tions made by the model.  

 
           Accuracy  =    Number of correct predictions  
                                     Total number of predictions 
 

 
 
Precision : 
 
Precision is the ratio of correctly predicted positive observa-
tions to the total predicted positive observations. 
 

Recall : 
 
Recall is the ratio of correctly predicted positive observations 
to the all observations in actual class. 
 
F1 score : 
F1 Score is the weighted average of Precision and Recall. 
Therefore, this score takes both false positives and false nega-
tives into account.  
 

 
 
 
 
 
 
F1 MICRO SCORE : 
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 Micro F1-score (short for micro-averaged F1 score) is used to 

assess the quality of multi-label binary problems.  
 
It measures the F1-score of the aggregated contributions of all 
classes.  
 
The classes obtained in this model are 155. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig 6 Evaluating training and testing data replies based on 

micro f1_score 
 

 
As training data is more oversampled than the testing data,the 
replies generated for these trained questions are predicted 
correctly.  
 
 
 
 
 
 
 
4.2 Output  
 
The following responses are obtained for the queries in the 
dataset.It mainly predicts the answer nearer to the actual  
reply. 

 
 
 
TRAINING DATA – MORE ACCURATE REPLIES : 
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          Fig 7 Predicted Replies For Training Data 

 
 
 
 

 
 

 
 
TESTING DATA – LESS ACCURATE REPLIES : 

 
 
 
 
 
Fig 8  Predicted Replies for testing data 
 
 

5 CONCLUSIONS AND FUTURE WORK 
 
This proposed model gives an efficient prediction of responses 
which results in 60 percent accuracy and error of 40 percent 
approximately. It has been clearly demonstrated that LSTM 

has been successfully applied to predict responses. Even 
though the accuracy is less ,the replies generated are nearly of 
the same intention as model can't predict aptitute answers. So, 
the model tried to predict the best of the responses. 
 
It is suggested to further improve the model reported in this 
study using more mail or chat content (e.g. non – information 
mails or personalized texts) to get a more realistic picture in 
predicting or forecasting responses. Responses are uncertain 
so we can not exactly predict future trends by using any mod-
el or theory but this model is very useful to take mitigation 
measures in advance by studying future trends to minimize 

the incorrect response rate to certain extent and to implement 
it in Gmail and Chatbots. 
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